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Performing hand actions assists the visual discrimination
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Abstract

Recent theoretical work has suggested that internal predictive signals are used for motor control and coordination. The predictive signal –
proposed to be the output of a forward model – would be a sensory representation of action. Hence, these sensory representations could potentially
influence other sensory processes. We report here how performance of hand actions assisted the visual discrimination of target hand postures
presented at random times within an on-going series of hand images. Reaction times to discriminate the targets were significantly shorter when
the displayed images were both sequential and congruent with the action being performed. Hence, the planning or execution of action appears to
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llow better prediction of a displayed series of congruent images. In further control experiments, we show that the motor–visual priming effect is
nlikely to be due to differential attentional demands and it is specific to a first person perspective display; it is short lasting, being lost if a 500 ms
elay is introduced between successive stimulus presentations. The data are interpreted as evidence supporting the hypothesis that forward models
n the motor system provide action-specific sensory predictions that are available to cognitive processes.

2005 Elsevier Ltd. All rights reserved.
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. Introduction

The concept that the nervous system internally models the
ehaviour of the motor system has gained increasing prominence
ver recent years (Jordan, 1995; Kawato, Furukawa, & Suzuki,
987; Kawato, 1999). Within this concept, forward models cap-
ure the forward or causal relationship between actions and the
esultant change in the state of the motor system (Jordan &
umelhart, 1992). These models estimate the next sensory state
f the motor system based upon information about its current
tate, its dynamics and the motor command being issued to it.

Forward models can support sensorimotor control in many
ays, including sensory confirmation, internal feedback, context

stimation and state estimation (Haruno, Wolpert, & Kawato,
001; Jordan et al., 1992; Miall & Wolpert, 1996; Wolpert,
hahramani, & Jordan, 1995). There is also evidence that we
istinguish the sensory consequences of our own actions from
xternally produced stimuli using a forward model (Wolpert

∗ Corresponding author. Tel.: +44 121 414 2867; fax: +44 121 414 4897.

et al., 1995; Wolpert & Ghahramani, 2000). Reafferent, self-
induced sensations can therefore be cancelled or attenuated
during movement, thus highlighting exafferent information crit-
ical for control.

It has been proposed that the process used by the forward
model to predict the sensory consequences of one’s own move-
ments could also be available to cognitive processes (Decety &
Grezes, 1999; Frith, Blakemore, & Wolpert, 2000; Jeannerod &
Decety, 1995). Forward models providing sensory predictions
within the motor system could provide a visual signal, or simi-
lar representation, which would assist in vision-based cognitive
tasks. Psychophysical studies have suggested that internal rep-
resentation of action is indeed used to solve motor-related tasks.
When asked to judge the laterality of visually presented hands,
subjects mentally rotate their own hand into the stimulus orien-
tation for comparison (Gentilucci, Daprati, & Gangitano, 1998;
Parsons, 1994; Parsons et al., 1995). Similarly, when subjects are
asked to estimate the feasibility of grasping objects placed at dif-
ferent orientations, there is a correspondence between response
time and the time taken to actually reach and grasp an object
placed at the same orientation, suggesting that the subjects men-
E-mail address: r.c.miall@bham.ac.uk (R.C. Miall). tally move into the appropriate position in order to generate an
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internal representation of the arm that then supports the decision
process (Frak, Paulignan, & Jeannerod, 2001). However, these
experiments cannot distinguish whether the mental rehearsal of
the action is undertaken to generate a sensory representation, in
order to solve the cognitive task, or whether it is undertaken to
evoke a motor intention or plan, which is used without a specific
sensory representation.

Recently, several visual cueing experiments (Brass,
Bekkering, & Prinz, 2001; Brass, Bekkering, Wohlschlager,
& Prinz, 2000; Craighero, Bello, Fadiga, & Rizzolatti, 2002;
Craighero, Fadiga, Rizzolatti, & Umilta, 1999) have demon-
strated that visual images can prime the motor system and thus
lead to faster actions when the cue and the action are congruent
(visuo-motor priming). Craighero et al. (1999, 2002) showed
that initiation of a pre-specified reach to grasp hand action can be
modulated by prior viewing of pictures of a hand that matched
or did not match the planned hand orientation. They argued
(Craighero et al., 2002) that the reduced response times were
consistent with motor–visual priming, such that the motor plan
led to more rapid visual processing of the cue to move. Unfortu-
nately, as they acknowledged (p. 498), they could not eliminate
the possibility that their results were in fact due to visuo-motor
priming, and that the congruence of the cue image resulted in
more rapid initiation of the planned action than did incongruent
cues. We interpret their data as an effect of visuo-motor priming.
More recently, Hamilton, Wolpert, and Frith (2004) showed
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images within the sequence showed a different hand posture, and
the subjects vocally responded to these oddball images. During
the task, subjects made slow hand actions that were congruent
or incongruent with the displayed image series. We hypothe-
sise that prediction of the observed sequence of images would
allow more rapid discrimination of the oddball targets. Hence,
we expect that if the observed image sequence is predictable,
discrimination will be faster than if it is random. If the predic-
tion of the observed sequence is facilitated by performance of
a congruent action, then we expect yet faster discrimination. In
contrast, if Hamilton et al. (2004) are correct, then the opposite
effect should be seen: performance of congruent actions should
impede discrimination.

2. Experiment 1: Congruency and prediction

2.1. Methods

Twenty-eight subjects (9 female, 19 male) participated in the
first experiment, after giving informed consent; the experiments
were approved by the Central Oxfordshire Research Ethics Com-
mittee. To motivate them, each subject received £5 payment;
subjects with mean reaction times that were in the top third of
the distribution received an additional £5 reward. The mean age
of the subject group was 19.4 years, ranging from 18 to 22 years.
All were right handed, had normal or corrected to normal vision
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hat performing an action influenced judgement of observed
ctions, but found that the effect was one of interference:
olding a heavy weight biased subjects to report that weights
hey observed being lifted were lighter than they really were.
hey suggest the forward model activated during the action
annot simultaneously be used for the perceptual task, and
o the subjects’ reports are biased away from their performed
ction. Other studies have tested the effects of action on per-
eption, under the theory of event coding (Hommel, Musseler,
schersleben, & Prinz, 2001), but without a specific, direct

elationship between visual outcome of action and the perceived
mage—for example, Musseler and co-workers (Musseler &
ommel, 1997; Musseler, Steininger, & Wuhr, 2001) presented

n arrowhead whose orientation reflects which of two buttons
re struck, but the arrowhead has only an arbitrary relationship
o finger shape or position. Actions can also influence spatial
r temporal judgments about visual and somatosensory stimuli
Ross, Morrone, Goldberg, & Burr, 2001; Smith, Rorden, &
ackson, 2004; Yarrow, Haggard, Heal, Brown, & Rothwell,
001). However, it is not clear that these phenomena are
ased on specific sensory predictions of the outcome of the
lanned action, rather than a more general remapping of the
patio-temporal relationships of any sensory stimuli (Duhamel,
olby, & Goldberg, 1992) around the time of action.

Hence, we do not know of any reports that have demonstrated
hat motor preparation or performance can selectively facilitate
rocesses within the visual system, as might be expected from
forward model prediction of the action. We report evidence of

his effect in a human visual discrimination task, in five related
xperiments. Visual stimuli comprised of images of a hand pre-
ented in a slow sequence on a computer screen. Oddball target
nd were naı̈ve to the purpose of the experiment.
The experiment took place in a sound attenuated, dimly lit

oom. Participants sat at a table in front of a 44 cm computer
onitor with a viewing distance of 60 cm; they wore a micro-

hone headset and held their left hand either above their left leg,
r rested it on the table (Fig. 1A), in the periphery of their vision.

The task consisted of discriminating a target image randomly
resented within a sequence of static images (Fig. 2), vocally
esponding ‘ta’ as fast as possible into a microphone that was
onnected to a voice-activated switch. All images were static
iews of a human left hand, rendered as 450 × 450 pixel bitmaps
ith the Poser Pro 4 animation package (Curious Labs Inc.), and
isplayed at a rate of one image per second using Presentation
Neurobehavioral Systems, USA). Two main sequences showed
he hand in 15 positions ranging from a closed fist to full exten-
ion of the fingers (the ‘fist’ sequence, Fig. 2), or from the open
and in pronation to supination (the ‘flip’ sequence). Each image
as presented to the left of a fixation pointer, in a panel 8 cm

quare, occupying approximately 2–10 degrees left of fixation.
Each trial consisted of 200 image presentations from the

ain sequence, either selected randomly from the 15 images, or
ycling backwards and forwards through the sequence, selecting
very fourth image in order. Thus, the displayed series of images
as either unpredictable or showed a repeated hand action at a

ate of two complete cycles every 15 s. Each image was pre-
ented for 1 s, without gaps; we chose to use slow presentation
f static images so that the random sequence could be used.

Two oddball target images showed a hand with two extended
ngers (‘peace’, used for the fist series, Fig. 2) or with opposed

ndex finger and thumb (the ‘OK’ signal, used for the flip series).
hese images were chosen to have some similarity with the
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Fig. 1. An experimental setup: (A) subject is shown wearing the microphone with her left hand in the starting position. (B) Image and fixation point (right hand small
black “lollipop” icon) are shown at the top, as seen on the computer monitor; hence, the image of the hand is presented to the left visual hemifield; the participant’s
left hand is shown in the foreground (bottom). The oscillating motion of fixation pointer was used to cue and synchronize the hand movements of the subject. (C)
Examples of the realistic and box-rendered images used in Experiment 5.

Fig. 2. Sequences of stimuli in Experiment 1: (A) images from the ‘fist’ series
were presented each second. On appearance of the randomly presented ‘peace’
target image (bottom right), participants were to say ‘ta’ into a microphone. The
target image was randomly inserted into the main sequence. (B) Images from
the ‘flip’ series and the ‘okay’ target image (right).

hand postures of the main series, so that subjects could not dis-
criminate the targets on the basis of the overall image size or
orientation, for example. The target image was inserted at infre-
quent random points within the main series of presentations,
replacing the images at those points. Oddball targets were never
presented within the first 10 s (10 stimulus presentations) of a
trial; the inter-target interval was a minimum of 5 s; and other-
wise their positions in the sequence were chosen with a random
number generator with a probability of 0.1 for each sequence
position. On average, targets were presented 8.5 times in the
series of 200 images.

Reaction times (RT) to the target were measured from the
subject’s vocal responses. This avoided the inter-manual inter-
ference that had been detected in pilot experiments in which
subjects reacted by clicking a computer mouse button. A voice-
activated switch was used to generate a TTL pulse that was
detected by the Presentation program. Prior to the start of
the experiment, each subject practiced responding sufficiently
loudly to activate the switch.

While discriminating these images, subjects also performed
either the fist or flip action with their left hand. The images dis-
played on screen were therefore from actions that were the same
as those being performed (congruent condition, both displayed
images and performed action were flip, for example) or differ-
ent (incongruent condition, performing flip but observing fist,
or vice versa). Note that we use the term congruent to indicate
t
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he match between image set and action: in the random condi-
ion there is no temporal match between the performed action
nd observed images. A small lollipop-shaped fixation pointer
as displayed 4 cm to the right of the stimulus panel (Fig. 1B),
scillating left and right in time with the presentation of the
mages (i.e. at a rate of two cycles every 15 s) and thus acting as
visual metronome for the hand movement the subject was to
erform. Subjects were instructed to time their hand movement
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using this metronome, rather than by attempting to match their
hand movement to the displayed action.

At the start of each trial, subjects were visually instructed of
the sequence order to be displayed (random or sequential), the
action to perform (flip or fist), the target image to be detected
(peace or OK), and whether the display and action sequences
were congruent or incongruent. Verbal instructions were also
given for initial trials within the experiment, to ensure that each
subject was aware of the experimental conditions. Each con-
dition was presented using both main image sequences (i.e. the
sequence and target combinations: flip and OK, or fist and peace).

Each subject performed 18 trials each lasting 200 s, com-
prised of two practice conditions and eight test conditions
repeated twice in succession. The order of tests was balanced
across subjects to reduce any influence of learning or fatigue.
Between trials, participants were permitted a small break (usu-
ally less than a minute) to rest their hands and eyes.

Two types of errors were detected and discarded from further
analysis: late or missed responses (considered to be RTs longer
than 1000 ms), and anticipation errors (defined as RTs shorter
than 350 ms). False positive errors – responding to a non-target –
were not logged by the program, but were very infrequent. Each
subject’s reaction times were then averaged across all remaining
responses within each condition. Because of the random presen-
tation of targets and occasional missed responses, between 15
and 22 responses were recorded per condition (typically 17).
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Fig. 3. Experiment 1: average reaction times (±1S.E.M.) for discrimination of
the target images during performance of congruent (filled circles, solid line) or
incongruent actions (hollow circle, dashed line). The order of the main displayed
image was sequential or random.

within a randomly presented main sequence (17.2 ms differ-
ence, S.E. = 4.9). However, most of this difference was driven
by the large reduction in reaction times in the congruent move-
ment condition. RTs were faster overall in the two congruent
conditions than in the two incongruent conditions (mean dif-
ference: 7.7 ms, S.E. = 2.3; F(1,25) = 10.997; p = 0.003), and the
interaction between congruency and sequence was highly sig-
nificant (F(1,25) = 13.889; p < 0.001). That is, the shortest reac-
tion times were for the sequential–congruent condition, 23.1 ms
faster than the sequential-incongruent condition (S.E. of dif-
ference = 4.8 ms). Post hoc paired sample t-tests confirmed that
responses in the sequential–congruent condition were signifi-
cantly faster than in all three other conditions (26.9 ms faster than
the mean of other three conditions, S.E. = 4.9 ms; statistically
significant for both image series: d.f. = 25; t > 3.95; p < = 0.001).
The 1.8 ms difference (S.E. = 6.7 ms) between the sequential and
random series in the incongruent condition was not significant.

Unexpectedly, the image series also had an effect on reaction
times, with faster mean response times in the ‘fist’ sequence.
Re-analysis of the data using a 2 × 2 × 2 factorial design (includ-
ing the two image series as the third factor), showed that the
main effect of image series was significant (F(1,25) = 16.414;
p < 0.001), and that interactions between series and congru-
ency and between series and sequence and congruency were
also significant (F(1,25) = 5.44, 6.927; p = 0.028, 0.014, respec-
tively). However, crucially, the interaction between congruency
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ubject mean responses were then averaged across the group,
nd differences tested with repeated measures ANOVA using
PSS. A 2 × 2 factorial within-subject design was used with

he factors: congruency between the performed hand action and
he displayed sequence (congruent versus incongruent) and the
rder of the displayed sequence (sequential versus random).

.2. Results

We first tested whether predictability of the main sequence
f images improved discrimination performance and in addi-
ion whether congruency between the hand actions that were
erformed and the images seen on screen affected discrimina-
ion. Subjects therefore viewed either random (unpredictable) or
equential series of hand images while performing the slow fist
r flip hand actions, timed by the oscillating motion of a small
xation pointer (Fig. 1).

There were no anticipation errors. Late or missed responses
o the targets (RTs > 1000 ms) accounted for 0.42% of all trials
5.1% of target trials). However, two subjects had error rates of
0 and 26% for target trials, falling outside the 99% confidence
nterval of the group mean, and were discarded from further anal-
sis because of poor compliance with the task. Of the remaining
6 subjects, the mean error rate for target trials was 3.5% and the
aximum was 6%. As these error rates were low, no attempt was
ade to analyse their occurrence with respect to task condition.
Mean reaction times for the four experimental condi-

ions, averaged across the two image series are shown in
ig. 3. There was a highly significant effect of sequence order
F(1,25) = 13.889; p = 0.001) with participants responding faster
o targets within a predictive main sequence than to targets
nd sequence remained highly significant (F(1,25) = 10.997;
= 0.003). Fig. 4 shows the data separated by image series; in
oth sets, the RTs in the sequential condition are lowest for the
ongruent condition, and in the random condition there is no
ifference between congruent and incongruent tasks.

.3. Discussion

For this first experiment, we had hypothesised that predic-
ion of the main sequence of displayed images would aid in
he discrimination of the target images. Cued by this predic-
ion, detection of the target images should be facilitated, as



970 R.C. Miall et al. / Neuropsychologia 44 (2006) 966–976

Fig. 4. Experiment 1: average reaction times (ms, ±S.E.M.) for detection of
target stimuli, during sequential and random visual presentations of hand stimuli.
Data are divided by displayed hand stimulus (fist or flip series) and whether the
participant’s performed hand movement was congruent (filled circles, solid line)
or incongruent (hollow circles, dotted line) with this series.

the oddball targets do not match this anticipated visual repre-
sentation. Reaction times were therefore expected to be faster
when images were presented in a sequence rather than at ran-
dom, and this main effect was found. This effect was small,
however, and non-significant in the incongruent conditions. We
further hypothesised that when a voluntary action is performed
that is congruent with the displayed images, the correspond-
ing prediction produced by a forward model should also assist
in visual discrimination and further reduce reaction times. This
second hypothesis was also supported by finding a significant
interaction between the congruency and image sequence factors.
The conjunction of these two predictive conditions – sequential
image display and congruent action – produced reaction times
significantly shorter than in the other three conditions, with a
mean difference of 27 ms.

3. Experiment 2: Attention

Observing human actions while performing different actions
has been shown to affect performance (Kilner, Paulignan, &
Blakemore, 2003); it is easier to perform actions when they are
congruent with the observed action. The same is true for congru-
ence between actions and visual feedback (Poulton, 1974). Thus,
one possible explanation for the reaction time savings seen dur-
ing performance of congruent actions compared to incongruent
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All subjects performed two of the conditions presented in
Experiment 1, namely the discrimination of the target hand
images within the sequential “fist” and “flip” image series, while
performing congruent and incongruent hand actions. They were
also tested in a modified discrimination task (the “fixation task”)
in which they responded to the sudden change of the fixation cue
from a rotating pointer (Fig. 1) to a cross, while again perform-
ing hand actions congruent or incongruent with the displayed
image sequences.

The task, apparatus, stimuli and the experimental situation
were the same as Experiment 1 with the exception that the fix-
ation cue changed to a small cross, in the fixation target task.
As in Experiment 1, the presentation of all images (whether the
hand sequence, the hand target or the fixation cross) lasted for
1 s.

3.2. Results

For this new group of 16 subjects, there were no anticipation
errors; late or missing responses (RT > 1000 ms) accounted for
0.17% of all trials and 2.44% of target trials. One of the 16 sub-
jects performed poorly compared to the rest of the group, with
RT standard deviations > 130 ms for six out of eight conditions,
and was excluded from analysis. As expected from Experi-
ment 1, responses were faster in the congruent condition than in
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ctions is that there was an attentional difference between the
asks. To address this, we ran an experiment in which subjects
ere challenged to discriminate a change in the shape of the fix-

tion pointer. If performance of congruent actions allows more
ttention to be paid to the discrimination task, then we would
xpect reaction time savings to be seen in this task as well.

.1. Methods

Sixteen subjects participated in this experiment (5 male, 11
emale); none had taken part in the previous experiment; age
ange was 18–30 years (mean 21.6 years).
he incongruent conditions (Fig. 5: 13.7 ms, S.E. = 7.1 ms; one-
ailed t-test, t = 1.916, p = 0.038); however, the planned ANOVA
id not reach statistical significance. The difference between
eaction times when discriminating change of the fixation cue
as negligible (2.4 ms, S.E. = 5.9 ms; two-tailed t-test, t = 0.406,
= 0.691).

.3. Discussion

This experiment confirmed the reaction time savings for dis-
rimination of hand images congruent with the performed action,

ig. 5. Experiment 2: average reaction times (±1S.E.M.) for discrimination of
he target images during performance of congruent (filled circles, solid line) or
ncongruent actions (hollow circle, dashed line). The task was to discriminate
arget hands within the displayed sequence of hand images (“hand task”) or to
iscriminate change in the fixation pointer from a lollipop shape (Fig. 1) to a
ross (“fixation task”).
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while finding no reaction time differences for discrimination of
the pointer. It allows us to rule out differences in attentional
resources between the congruent and incongruent conditions as
the cause of the reaction time savings observed.

4. Experiment 3: Time course

We used the presentation of a slow series of static images,
initially chosen so that comparisons could be made between
the sequence and random conditions of Experiment 1. However,
this then raises a question of when the predictions of each forth-
coming image are generated and/or used: are the predictions
continuously generated, while the subjects perform the slow,
continuous hand movements, or are they generated or used only
at the time of each visual presentation? Previous experiments
on visuo-motor priming have shown that the effect of prim-
ing stimuli is short-lived, and have identified a time-window of
300–700 ms over which the onset of a congruent cue can prime
responding (Vogt, Taylor, & Hopkins, 2003). We make a pre-
liminary address to this question by modifying the display, so
that each image was presented for 500 ms, separated by a neutral
background for 500 ms.

4.1. Methods

Twelve (seven male, five female) of the original participants
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They showed no anticipation errors or late responses
(RT > 1000 ms); missing responses accounted for 0.1% of all
trials, 1.3% of target trials. As in Experiment 1, a significant
effect of image series was found (F(1,11) = 5.361, p = 0.041),
with shorter mean reaction times in the ‘fist’ condition. How-
ever, the effect of congruency was not significant—the mean
reaction times were only 3.7 ms faster in the congruent con-
dition (S.E. = 4.6). Nor was there any significant interaction
between the image sequence and the effect of congruency
(F(1,11) < 0.492, p > 0.247).

4.3. Discussion

These results indicate that, with the introduction of a 500 ms
interval between successive stimulus presentations, the reaction
time savings seen in the first experiment were lost. While there
were again response differences between the two series (with a
small response advantage for the congruent condition over the
incongruent condition in the ‘flip’ series, and the reverse for
the ‘fist’ series), in neither case was the difference statistically
significant.

In our experiment, we assume (but cannot yet demonstrate)
that the forward model prediction of action is continuous, as the
actions are themselves continuous. But our results show that the
process that we assume underlies the integration of a continuous
internal forward model prediction of action with the periodic
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n Experiment 1 participated in the third experiment, after an
nterval of 5 months. Age range, 20–22 years (mean = 20.8).

A simple comparison was made between two conditions:
ongruent versus incongruent actions, in both cases for the
equential picture display only. Unlike Experiment 1, we did
ot use the random condition in this experiment. As before, both
fist’ and ‘flip’ image series were presented in each condition,
reating a 2 × 2 factorial design. Again, the order of test presen-
ations was manipulated between participants to minimize any
rder effects.

The task, apparatus, stimuli and the experimental situation
ere the same as Experiment 1 with the exception that the visual

mages shown on the screen were reduced in duration from
000 to 500 ms, and were separated by a neutral grey screen
or 500 ms. Hence, a short delay was introduced between pre-
entations of each visual stimulus.

.2. Results

Prior to analysing this experiment, and in order to confirm that
his subset of 12 subjects was typical of the original group of
ubjects tested in Experiment 1, we correlated the performance
f the two subgroups (n = 12 versus the remaining n = 14) across
ll eight conditions tested in Experiment 1 (two series, four task
onditions). The correlation was highly significant (r2 = 0.699,
= 0.009). The mean reaction time saving seen for this subgroup

24.3 ms, S.E. = 7.3 ms) in the congruent sequential condition of
xperiment 1 versus the other three conditions was comparable

o that found in the whole group (27 ms, S.E. = 4.9 ms). Hence,
he subgroup retested in Experiment 3 was typical of the original
roup.
rocess of visual discrimination appears to be short-lived and
oes not span the 500 ms interval. Vogt et al. (2003) reported a
imilar effect, with a time-window for effective priming of about
00–700 ms from prime cue onset to response onset. In other
ords, if the priming stimulus was present for longer durations,

t was ineffective, strongly suggesting that it is the onset moment
hat is critical. Hence, in our task, the effect of the internal,
ction-related predictions on visual discrimination may also be
ime-locked to the visual stimulus onset—in our case each 1 s
pdate of the static images of the hand. Clarifying this interaction
ill require additional experiments.

. Experiment 4: Perspective

Visuo-motor priming appears to depend on perspective
Craighero et al., 2002; Vogt et al., 2003), with differences
eported for movements cued by images of a hand shown in the
rst person perspective against cues in the third person perspec-

ive. A third person viewpoint advantage might reflect imitative
xperience, or experience of images seen in mirrors (Craighero et
l., 2002); in contrast the first person effect observed for images
f hands may reflect the action-relevance of the cue, allowing
irect matching of the cue image with hand posture (Vogt et al.,
003). The objective of this experiment was thus to determine
hether the motor–visual priming effects shown in Experiments
and 2 are dependent on the perspective of the image being dis-
layed concurrently on the screen. Hence, we repeated the two
ain conditions of congruent and incongruent actions performed

uring a sequential image presentation (as tested in Experiment
and 2) in first versus third person perspective conditions, in

nother group of subjects.
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5.1. Methods

Eighteen subjects participated (10 male, 8 female); none had
taken part in the previous experiments; age range was 20–22
years.

A 2 × 2 factorial within-subject design was used with one
factor being the congruency between subjects’ own actions and
the main sequence displayed, and the other factor being the
perspective view of the images (first versus third). The main
sequence was presented only in sequential mode, as used in
Experiment 2, showing a predictably cyclic action. As before,
the main sequence presented was one of two hand actions (‘fist’
or ‘flip’). Again, the order of test presentations was manipulated
between participants to minimize any order effects.

The task, apparatus, stimuli and the experimental situation
were the same as Experiments 1 and 2 with the exception that
the visual images used in the third person view were top-bottom
inverted from the first person view, as if one’s own hand was
viewed in a mirror.

5.2. Results

While 5 of the 18 subjects performed relatively poorly com-
pared to the previous groups, missing 10–14% of target tri-
als, none were identified as outliers. There were no anticipa-
tion errors; overall, late or missing responses (RT > 1000 ms)
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The difference caused by the first versus third person perspec-
tive view within the congruent condition was highly significant
(13.5 ms, S.E. = 4.55 ms, two-tailed t-test, t = 2.957, p = 0.009),
while the difference between the first and third person incongru-
ent conditions was negligible (<1 ms, S.E. = 4.04 ms, t = 0.3).

As in the other experiments, there was a difference between
the two image series used (fist versus flip; 2 × 2 × 2 ANOVA
F(1,17) = 8.149, p = 0.011); however, the interaction of series,
view and congruency was not significant.

5.3. Discussion

Experiment 4 indicates that the previously observed RT
advantage for congruent movements is lost when the images are
put into the third person perspective. From Experiments 1 and 2,
we expected and found a significant difference between first per-
son congruent and incongruent conditions; that this difference
was smaller than in Experiment 1 (9.4 ms versus 23.1 ms) may
reflect the smaller subject group (n = 18 versus 26), of which sev-
eral performed the task relatively poorly. It is therefore important
that despite these factors, the difference between first person and
third person view was highly significant in the congruent con-
dition, while it was insignificant in the incongruent condition.
Experiment 4 result is also consistent with Experiment 2: the
congruency effect was seen only when discriminating the first
person hand images, and not the unrelated change in fixation cue
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ccounted for 0.4% of all trials and 5.3% of target trials.
The results for Experiment 4 are displayed in Fig. 6. For this

roup, the main effect of congruence was not significant and the
ain effect of the view was just outside significance (p = 0.074)
ith a trend toward faster responses in the first person view (8 ms
ean difference, S.E. = 3.8 ms). However, there was a signifi-

ant interaction between the perspective view and congruency
F(1,17) = 9.935, p = 0.006). As expected from Experiments 1
nd 2, responses were faster in the first person congruent condi-
ion than in the first person incongruent conditions (9.4 ms mean
ifference, S.E. = 4.6 ms; one-tailed t-test, t = 2.03, p = 0.029).

ig. 6. Experiment 4: average reaction times (±1S.E.M.) for discrimination of
he target images during performance of congruent (filled circles, solid line) or
ncongruent actions (hollow circle, dashed line). The perspective of the displayed
mages was either upright (“first person”, see Figs. 1 and 2) or inverted (“third
erson”).
hape. This suggests the forward model prediction is advanta-
eous only for discrimination of first person perspective images
f the congruent hand action.

. Experiment 5: Realistic biological rendering

Kilner et al. (2003) suggested that the conflict caused by
isuo-motor incongruence affected movement performance only
hen the observed actor was a biological (human) agent, as no

onflict was seen when the copied actor was a robot arm. In the
ame vein, imaging studies suggest separate processing of bio-
ogical and non-biological rendered action images (Perani et al.,
001), and realistic and cartoon action sequences (Han, Jiang,
umphreys, Zhou, & Cai, 2005). However, in Kilner’s study

he kinematics differed between biological and non-biological
gents, hence it is not clear whether the important congruency
ifference was due to the actor’s kinematics or their biological
ature. Many studies of biological motion show that the kine-
atics are important, as biological motion is readily attributed

o moving lights (Johansson, 1973) as long as they obey the nor-
al kinematic patterns (Ahlstrom, Blake, & Ahlstrom, 1997;
rossman et al., 2000). Recent work by Aymoz and Viviani

2004) has suggested that observation of biological agents per-
orming actions allows anticipation within visual processing
treams, and this effect was absent for non-biological agents.
gain, their conditions changed both the agency and the kine-
atic parameters of the observed actions, and moreover, their

ask did not involve action performance, so involvement of the
otor planning system, while likely, was not obligatory.
We repeated the two main conditions of congruent and incon-

ruent actions performed during a sequential image presentation
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(as tested in Experiments 1, 2 and 4) with the observed images
rendered as photo-realistic biologically rendered hands, or as
non-biological boxes. The kinematics of the slowly displayed
sequences were however identical.

6.1. Methods

Ten subjects participated in the final experiment (six male,
four female); none had taken part in previous experiments; age
range was 21–60 years (median 21).

A 2 × 2 factorial within-subject design was used with one fac-
tor being the congruency between subjects’ own actions and the
main sequence displayed, and the other factor being the graphi-
cal rendering of the images (photo-realistic versus box-rendered;
Fig. 1C). The main sequence was presented only in sequential
mode, as used in Experiment 2, showing a predictably cyclic
action. As before, the main sequence presented was one of two
hand actions (‘fist’ or ‘flip’). Again, the order of test presen-
tations was manipulated between participants to minimize any
order effects.

The task, apparatus, stimuli and the experimental situation
were the same as Experiments 1, 2 and 4 with the exception that
all images (main sequence and targets) used in the unrealistic
condition were rendered as a set of cuboids (using the Poser
“box-rendered” option; Fig. 1C).
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6.3. Discussion

This final experiment indicates that the visual representation
of the biological agent performing the observed hand movements
does not significantly affect the discrimination task, although
there was a weak trend toward a greater effect for the photo-
realistically rendered condition (Fig. 7). It replicates Experi-
ments 1, 2 and 4 by showing reaction time advantages when
there is congruence between the observed images and the actions
being performed.

7. General discussion

We aimed to investigate whether the reaction time (RT) to
discriminate target images among a sequence of visual stim-
uli could be reduced by performing actions congruent with the
visual images of hands presented on the screen. We argue that if
this effect was seen, it would suggest that enhanced prediction
of the main sequence of images allowed more rapid discrimina-
tion of the oddball targets. RTs were indeed faster in Experiment
1 when the main images were presented in sequence, allowing
the participants to predict the visual image series, but this effect
was small. RTs were also faster when the images were congruent
with the hand action being performed. But, crucially, reaction
times were significantly shorter in the congruent and sequential
condition than in the other three, suggesting that performance
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.2. Results

All subjects performed well; there were nine anticipation
rrors: 0.03% of all trials and only 0.69% of target trials. Overall,
ate or missing responses (RT > 1000 ms) accounted for 0.48%
f all trials and 4.6% of target trials.

The results for Experiment 5 are given in Fig. 7. For
his group, the main effect of congruence was significant
ANOVA F(1,9) = 10.114, p = 0.011), with faster responses in
he congruent conditions, while the effect of photo-realistic
endering was not significant (F(1,9) = 0.3, p > 0.5). There was
o significant interaction between the factors (F(1,9) = 0.56,
> 0.4).

ig. 7. Experiment 5: average reaction times (±1S.E.M.) for discrimination of
he target images during performance of congruent (filled circles, solid line) or
ncongruent actions (hollow circle, dashed line). The rendering of the displayed
mages was either photo-realistic or unrealistic (“box-rendered”, see Fig. 1C).
f the congruent action was the most important factor in pre-
icting the image series, over and above the effect of an ordered
isual sequence. This advantage for the congruent condition was
lso replicated in Experiments 2, 4 and 5, using different subject
roups for each experiment.

Our second experiment indicates that the RT savings were
ot due to reduced attentional load in the congruent condition,
s might be expected if controlling the hand action were easier
n that condition. There was no difference in subjects’ ability to
iscriminate a change of the fixation cue, suggesting that equal
ttention was available to the discrimination task, when per-
orming congruent and incongruent actions. Two caveats need
o be mentioned here regarding the fixation pointer discrimina-
ion task. First, the target stimuli are presented in a different
patial location to the hand stimuli (see Fig. 1B); second, the
ature of the target stimulus (a pointer rather than the hand) dif-
ers considerably from the hand stimuli. Hence, one might argue
hat demands of this fixation task may be too far removed from
he original to provide a sensitive test of attentional load. How-
ver, all dual task experiments incorporate, by intention, wide
ifferences between the two tasks, and the attentional demand
f one task are seen in the second. Hence, we believe that if
ttentional differences were important, they would show some
ffect on the fixation task as well as on the hand discrimination
ask.

The use of third person perspective stimuli (Experiment 4)
rovides additional evidence against differences in attentional
oad causing the reaction time differences we have observed. The
hird person discrimination task has identical task demands to
he main, first person task. Furthermore, the stimuli are identical
n all aspects to the first person task, except for perspective.
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Given that humans have a preference for specular imitation, we
suggest that performing congruent movements in this condition
should be of equivalent difficulty, or even easier than in the first
person perspective task. Hence, attentional load should be equal
or possibly even lower. The lack of any priming while viewing
the third person perspective stimuli suggests that the congruency
advantage observed in Experiment 1 is not simply due to reduced
attentional load in the congruent condition, thus freeing greater
attentional resources for the discrimination task.

However, our third experiment showed that, with the intro-
duction of a 500 ms interval between successive stimulus presen-
tations, the reaction time savings were lost. Hence, the priming
effect of action-related predictions assumed to underlie these
performance differences appears to be short-lived and does not
span the 500 ms inter-stimulus interval. This result is not easily
integrated with the idea of a forward model based on the on-
going action. Since the executed hand actions were continuous,
despite the intermittent visual display, we would expect that the
forward model predictions would also be continuous. Instead, it
appears that the link between predictions based on motor execu-
tion and the visual discrimination processes is short-lived. One
possibility is that visual stimuli engage the motor–visual pre-
dictive system, so that the output of the forward model is used
by visual areas in a process time-locked to visual events. In this
case, the presentation of the blank screen for 500 ms may act
to disengage the system. This suggestion of a visual priming
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ther suggests that the observer viewpoint is important, and that
the predictive, internal representation of action aids discrimi-
nation of images seen in the first person perspective. It confers
advantage neither in discrimination of images that are in the third
person view, nor in the discrimination of changes in the fixation
cue. The similarity of these null results in Experiment 2 (fixation
condition) and Experiment 4 (third person view condition) pro-
vides further support against a role of differential attentional load
causing the RT savings. If congruence between observed and
executed actions allowed greater attention to the discrimination
task, we would also expect that to have occurred in the third per-
son condition, as the advantage of imitated actions can be found
for both first and third person perspectives (Brass et al., 2001).

These results are therefore consistent with the ideomotor
principle (Greenwald, 1970) or common event coding theory
(Hommel et al., 2001). According to the event coding theory
actions are coded in terms of the perceivable effects they gener-
ate. Since perception and anticipated action effects share the
same code, this approach predicts that perceived events can
prime or induce compatible actions. Indeed, Kilner et al. (2003)
have recently shown that observing another human making
incongruent movement has a significant interference effect on
the execution of movement. But the common coding theory also
predicts that action – even if just intended – could modulate per-
ceptual processing. These results are consistent with the report
by Aymoz and Viviani (2004). However, our results may go
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r engagement of a continuous motor prediction may be consis-
ent with the 300–700 ms window for priming effects reported by
ogt et al. (2003); they found that the priming process was time-

ocked to onset of the visual priming stimulus. It suggests that
he visual predictions from the forward model are only available
n the context of visually relevant tasks.

However, it does not seem possible to explain the totality of
ur results in terms of visuo-motor priming. The major result
een in Experiments 1, 2, 4 and 5 – that congruency between
bserved and executed actions facilitates visual discrimination –
an only be explained by visuo-motor effects if one assumes that
hese visual–motor effects alter the neural resources available to
he discrimination task. This possibility has been discounted by
he results of Experiments 2 and 4, in which no evidence was
ound for facilitated performance in the fixation task or the third
erson perspective conditions.

Another important question is why we find a facilitating effect
f action on visual discrimination whereas Hamilton et al. (2004)
ound a contrastive effect. Again, it may be because of the short
ime scale of the integration between action and perception. In
heir experiments, subjects lifted a weight some 1–2 s before
bserving a video clip of a similar action, and kept the weight
levated until after the clip was finished. Hence, judgment of
he video clips was quite separate in time from the performed
ifting action. Additional experiments will be needed to better
nderstand these temporal relationships.

In sum, we interpret the results of these experiments as evi-
ence for the idea of motor–visual priming. They suggest that
he internal representation of an action during its motor execu-
ion can influence the visual system that would analyse visual
epresentations of the same action. The fourth experiment fur-
urther than predicted by the common event coding theory: that
heory would not predict that the reaction time savings should be
pecific to first person viewpoint, as the third person viewpoint
timuli also share a common code with the planned hand actions.

One unexpected result we found was the significant differ-
nce in response speeds between the two image types (fist and
ip). It may simply be that the oddball targets were easier to
iscriminate in one series than the other, perhaps because some
navoidable differences between the target and main images
ided their detection (Fig. 2). In an additional control experi-
ent, eight subjects were instructed to react to the target images,
ithout performing any hand actions. All four combinations of

arget (OK or peace) and images series (fist or flip) were tested.
his subject group showed the same pattern of responses as seen

n the main experiments—responses were significantly faster
or targets shown during the fist sequence than the flip sequence,
egardless of the target image. There was also a significant inter-
ction between target image and the series, further suggesting a
ifference in matching difficulty. However, these differences are
econdary to the main effect seen and the analyses undertaken
hat included image series as an additional factor showed the
ffects of interest (congruency versus sequence, or congruency
ersus viewpoint) remained statistically significant.

Some recent findings have provided a neural mechanism that
ould allow a direct matching between the visual description
f an action and its execution. Recordings of single cell activity
n macque monkeys have shown that a subset of neurons in
he ventral premotor cortex – area F5 – (Di Pellegrino, Fadiga,
ogassi, Gallese, & Rizzolatti, 1992; Gallese, Fadiga, Fogassi,
Rizzolatti, 1996) and the anterior part of the inferior parietal

ortex – PF or Brodmann’s area 7b – (Gallese, Fogassi, Fadiga, &
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Rizzolatti, 2002; Rizzolatti, Fogassi, & Gallese, 2001) discharge
during execution of movement and when it observes another
individual performing the same or similar action. Mirror-like
neurons have also been reported in the superior temporal sulcus
(STS). Neurons in this region respond to face, eye and hand goal
directed actions (Perrett et al., 1989). However, they discharge
only during observation of an action and not during its execution.

It therefore seems that there are three areas in the primate
brain that contain neurons capable of forming a cortical action
observation system. Neurons similar to those discovered in
monkeys may also exist in humans. For example, transcra-
nial magnetic stimulation of the human motor cortex during
observation of hand movements selectively increases motor
evoked potentials in muscles normally used to perform the
observed hand action (Fadiga, Fogassi, Pavesi, & Rizzolatti,
1995; Gangitano, Mottaghy, & Pascual-Leone, 2004). The motor
cortex is therefore selectively potentiated during action obser-
vation. Results from other electrophysiological studies (Hari
et al., 1998; Strafella & Paus, 2000) support this conclusion,
although some spinal changes may also be evoked (Vargas et al.,
2004). Furthermore, neuroimaging studies using fMRI (Buccino
et al., 2001; Iacoboni et al., 1999; Iacoboni et al., 2001), or PET
(Grafton, Arbib, Fadiga, & Rizzolatti, 1996; Rizzolatti et al.,
1996) and event-related MEG (Nishitani & Hari, 2000) have
localised the neurons responsible for these effects in humans to
the ventral premotor and parietal cortices.
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it could be expected that in motor–visual priming the first per-
son perspective would show stronger effects than the third person
perspective, and this was indeed the case. Effects of congruent
image presentation were only found during the presentation of
stimuli in the first person perspective.

8. Conclusion

We have shown that action execution can assist the discrimi-
nation of visual images, when the image sequence is congruent
with the executed action, and when the images are shown in
the first person perspective. The link between these predictions
and visual processing appears to be short lasting. We interpret
our results as evidence supporting the hypothesis that forward
models in the motor system provide action-specific sensory pre-
dictions that are available to cognitive processes independent of
motor control.
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So how would action observation and forward modelling
nteract? Carr, Iacoboni, Dubeau, Mazziotta, and Lenzi (2003)
ropose that neurons in the STS, PF and F5 form an action
epresentation circuit. During action observation these connec-
ions form an inverse model, they claim, converting the visual
epresentation of actions in the STS into a motor plan in F5.
or imitation these connections would then act in reverse as a
orward model, converting an efferent copy of the motor plan
ack into a predicted visual representation for comparison with
xemplar visual images (a sensory outcome of action). This
echanism could provide the basis for understanding the results

f our experiments. When subjects prepare and execute their
ovements they would activate neurons located in area F5, and

hrough the “forward” connections activate neurons located in
reas PF and STS. Thus, preparation of movement may evoke
n action plan in motor terms (involving F5 and PF mirror neu-
on activity) and also in visual terms (invoking PF and STS
ctivity). These motor-evoked visual representations in STS or
erhaps other extrastriate areas would then facilitate discrimina-
ion of target images, which do not correspond with the predicted
equence (motor–visual priming).

Finally, given that the mirror neuron system has been related
o imitating and understanding the actions of others, it was
nclear whether one would expect the predictive representations
o be congruent with first or third person presentation (Craighero
t al., 2002; Vogt et al., 2003). Most of the data on mirror neurons
as been collected in allocentric third person conditions. How-
ver, it has been proposed that when one perceives one’s own
ctions, there is a closer match between the predicted and actual
utcomes of the action than when we perceive the actions of oth-
rs (Knoblich, Seigerschmidt, Flach, & Prinz, 2002). Therefore,
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